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Abstract

The availability and use of social networking sites creates both opportunities and risks for their young
users. This article evaluates the applicability of the current legal framework to (cyber)bullying and sexting,
two types of (potentially harmful) behaviour that are increasingly occurring between peers in the social
networking environment. The analysis includes a mapping of applicable legislative provisions at the
European and national level, an analysis of the Terms of Service of the largest social networking provider,
Facebook, and an overview and assessment of self-regulatory initiatives that have been taken by the in-
dustry in this area in Europe. The ultimate goal is to identify a number of elements for a comprehensive
strategy to ensure that risks of (cyber)bullying and sexting are dealt with in a manner that empowers young
users.
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1. Introduction

Over the past ten years, the popularity of Social Network Sites (SNS) has increased
spectacularly, attracting an extraordinary number of users, of which a significant proportion
are teenagers. The acclaimed EU Kids Online study showed that in Europe 77% of 13—16
year olds are active on a social networking site (Livingstone et al., 2012). Even though most
social network sites put the minimum age required to create a profile at 13,” the study also
found that 38% of 9—12 year olds are already have a profile on SNS. According to recent
statistics from the United States 73% of 12—17 year olds are active on Facebook (Pew
Research Center, 2014). Social science research also increasingly shows that smart phones
with social networking capabilities are more and more popular among young people “sug-
gesting they would ‘die’ without their phones, that phones and social networks play a
‘massive part’ in their relationships, and are shaping most aspects of everyday lives”
(Ringrose et al., 2012: 53). In May 2013, 47% of US teenagers was reported to own a smart
phone (Madden et al., 2013).

The availability and use of SNS brings both opportunities and risks to their young users.
As the Council of Europe put it in their Recommendation on the protection of human rights
with regard to social networking services, SNS have “a great potential to promote the
exercise and enjoyment of human rights and fundamental freedoms, in particular the
freedom to express, to create and to exchange content and ideas, and the freedom of as-
sembly” (Council of Europe, 2012: 1). However, the fact that SNS allow users to
communicate through status updates, through messages on ‘walls’ or through instant
messaging, to share photo or video fragments, and to connect with old or new ‘friends’,
also entails a number of risks.

Whereas over the past fifteen years discourse related to child safety in the online
environment often focused on grooming or inappropriate contact between adults and mi-
nors, social scientists increasingly argue that “the success of e-safety campaigns is evident
in teenagers’ awareness of practices to reduce online risk from strangers, and it is time to
shift the focus towards reducing risk from known peers” (Ringrose et al., 2012: 7). Bullying
and sexting are two examples of (conduct)’ risks originating from peers that may occur in
SNS.

Although sometimes it is mistakenly assumed that the Internet in general, and social net-
works in particular, function within a legal vacuum, in reality a spectrum of different legal
disciplines are applicable to SNS risks (Lievens, 2011). However, at the moment there is a lack
of clarity about this as well as a lack of understanding by young people, parents, teachers (de
Zwart et al., 2011) and policymakers. This article will analyse and assess the applicability of
the current legal framework to bullying and sexting, taking into account existing legislation and
case law, both at the European and national level. In addition the Terms of Use of Facebook
related to these specific risks, as well as the commitment of SNS providers to address these
issues, for instance through self-regulatory initiatives such as the EU’s Safer Social Networking
Principles, will be examined.

>The Statement of Rights and Responsibilities of Facebook stipulates that “[yJou will not use Facebook if you are
under 13”.
3For a classification of online risks (content — contact — conduct), cf. Hasebrink et al., 2009.
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2. Setting the scene
2.1. Avoiding moral panic, but acknowledging the (potential impact of the) risks

Bullying has always been part of reality, happening on the playground or around the corner from
the school gates, just as teenagers used to take analogue pictures of their boyfriend or girlfriend,
which sometimes ended up being seen by others who were not meant to see such intimate images.
However, whereas any moral panic surrounding (cyber)bullying or sexting must thus be avoided by
all means, the transfer of these long existing risks from the offline to the online environment, and
more specifically the SNS environment, does change their nature, complexity and potential impact
(Boyd, 2008). The possibility to act anonymously, the 24/7 availability, the lack of non-verbal
elements of communication, the lack of an immediate, visible reaction (the so-called ‘cockpit ef-
fect’), the lack of supervision and the public character of the online environment have been argued
to lead to more psychological, emotional and social damage in case of bullying (Walrave et al.,
2009). In addition, the technical features of SNS allow comments or images to be “produced,
transmitted, reproduced, and retransmitted with ease, without the subject’s approval or even
knowledge, and quickly [ ...] reach a much wider audience” (Sacco et al., 2010: 3-4). Before, going
to a store, physically handing over a film of intimate pictures to be developed and picking them up
ensured a much higher threshold to do so. Of course, the emergence of Polaroid (Sacco et al., 2010)
and then digital cameras already drastically lowered this threshold. However, SNS, often accessed
by means of a smart phone, do make it significantly easier to share these images with often large
groups of individuals, and consequently very quickly control is lost over who may see or further
share them. In certain instances the wide sharing of intimate pictures by a previous love interest has
already led teenagers to commit suicide (Schmitz and Siry, 2011). Whereas these are of course
extreme cases which —fortunately — do not often occur, it reveals the urgency of thinking about
bullying and sexting and the legal impact of these phenomena.

2.2. Statistics”

According to the EU Kids Online study (Livingstone et al., 2011) 6% of 9—16 year olds
have been sent nasty or hurtful messages on the Internet. Four in five of those who received
such messages were fairly or very upset. 3% of 9—16 year olds admit to having bullied others.
Comparing with other risks, it appeared that while bullying is among the least common risks, it
is the risk that upsets children most (Livingstone et al., 2013; Vandoninck et al., 2014). With
regard to sexting the study found that 15% of 11—16 year olds have received sexual messages
on the Internet. One quarter of 11—16 year olds who received sexual messages online were
bothered or upset. 3% of 11—16 year olds said that they have posted or sent sexual messages
online in the past 12 months.

A US study carried out by the Pew Research Center (Lenhart et al., 2011) found similar
trends. 8% of teens (12—17 year olds) said they experienced some form of online bullying, for
instance through email, a social network site or instant messaging. Two-thirds of respondents
who witnessed online cruelty also witnessed others joining in — and 21% said they had also
joined in the harassment. Only 2% of respondents stated that they had sent sexually suggestive
images or videos, but 1 in 6 said they had received them.

“Not all statistics relate to sexting or bullying solely on SNS, as research that focuses specifically on these services is
currently lacking.
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Yet, a recent UK study concluded that sexting is far more prevalent than previous studies
have demonstrated, affecting 15—40% of young people (Ringrose et al., 2012).

2.3. Defining (cyber)bullying and sexting

In order to map the applicability of the existing legal framework, it is necessary to clearly
understand what the notions (cyber)bullying and sexting mean.

Bullying has been defined as negative, aggressive behaviour that is intentional, involves an
imbalance of power, and is, most often, repeated over time (Olweus, 2011). Cyberbullying has been
characterised as “being cruel to others by sending or posting harmful material or engaging in other
forms of social cruelty using the Internet or other digital technologies” (Willard, 2007: 1). Social
networks are one environment in which this can happen. Interesting recent research by Alice
Marwick and Danah Boyd draws attention to the fact that adults and teenagers may have a very
different conception of bullying than adults, and may use different notions (for instance ‘drama’
instead of ‘bullying’) to refer to the same (type of) behaviour (Marwick and boyd, 2011).” This may,
of course, have a significant impact on research into the occurrence or frequency of such behaviour.

Sexting has been defined as “youth writing sexually explicit messages, taking sexually explicit
photos of themselves or others in their peer group, and transmitting those photos and/or messages to
their peers” (Sacco et al., 2010: 3) or the “creating, sharing and forwarding of sexually suggestive
nude or nearly nude images” (Lenhart, 2009: 3) through mobile phones and/or the Internet
(Ringrose et al., 2012). Sexting thus refers to “sexually explicit content communicated via text
messages, smart phones, or visual and web 2.0. activities such as social networking sites” (Ringrose
etal.,2012:9). A number of remarks can be made with regard to this phenomenon. First, the practice
of sending sexually suggestive images is of course not limited to young people; adults as well engage
in this type of behaviour. However, in the context of this article we look at sexting by minors. Second,
it is important not to lose sight of the fact that for teenagers sexting may be a (legitimate) part of
exploring their sexuality. Third, notwithstanding the previous point, research has shown that sexting
is often coercive and that it is not easy to draw a line between sexting and bullying (Ringrose et al.,
2012). Fourth, a distinction may be made between primary and secondary sexting (Schmitz and Siry,
2011); the first meaning that minors take pictures of themselves and share these pictures with peers
themselves, the second meaning that someone forwards or further shares a picture that was sent to
him by a person that took a picture of him or herself. Whereas primary sexting can be consensual
(unless of course it is the result of coercion), secondary sexting is likely not to be consensual, but
rather part of a revenge action (for instance by a previous love interest) or bullying behaviour, and
may have a grave impact on the person in the image.

2.4. Minors: targets and offenders

A common issue regarding bullying and sexting on SNS is the fact that minors may be, from
a legal perspective, both the target® as well as the (alleged) offender of the actions. Each of

5They found that teens (mostly girls) use the notion ‘drama’ to describe “a host of activities and practices ranging
from gossip, flirting, arguing, and joking to more serious issues of jealousy, ostracization, and name calling”. Using this
notion allows them “to distinguish their actions from adult-defined practices like bullying”, letting them frame the social
dynamics and emotional impact as inconsequential, allowing them to ‘save face’ rather than taking on the mantle of
bully or victim” (Marwick and Boyd, 2011: 2).

SWe choose to avoid the use of the notion ‘victim’ to point to minors who are being bullied or who are harmed by
sexting.
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these roles may — in theory — entail different legal consequences. The question arises whether
these acts fall under the existing legal framework (for instance criminal law provisions). In
addition, this leads to issues regarding liability. Can minors be held liable for certain acts they
commit, or will it be possible to hold parents or educators liable? These questions will be
addressed in the next section.

3. Application of the legal framework

In this section, we first examine the current legal framework with regard to sexting (3.1.) and
bullying (3.2.) both at the European level and the national level (Belgium).” In a second part,
we address the potential criminal and civil liability of minors, parents and teachers.

3.1. Sexting

In several countries sexting has already been addressed by the courts. In the United States,
for instance, sexting has led to the application of child pornography legislation, resulting in the
conviction of minors, who took pictures of themselves or their boyfriend or girlfriend (who may
be very close in age), to prison sentences and the duty to register as a sex offender for a very
long period (Zhang, 2010; Sacco et al., 2010; Haynes, 2012). In Australia as well courts have
convicted minors based on child pornography legislation (de Zwart et al., 2011). The rationale
behind child pornography legislation has traditionally been to punish adults who sexually abuse
and exploit children. It seems disproportionate to apply legislation with such heavy sanctions,
and potentially life-ruining consequences, to minors. This has been questioned by various
scholars (Schmitz and Siry, 2011), arguing for instance that sexted images should be protected
by the right to freedom of expression (and hence would fall within the protection of the First
Amendment in the United States) (Haynes, 2012), that child pornography may be re-defined to
exclude sexting images or that legislation may be adapted to include an affirmative defense in
child pornography statutes for minors who voluntarily self-produce and transmit such images to
other minors (Sacco et al., 2010). In Europe, the debate on the legal consequences of sexting is
much less active, perhaps because no high-profile cases have yet been brought before a court. It
is therefore interesting to examine whether existing provisions, both at the European and na-
tional level, could entail similar consequences as in the United States and Australia.

3.1.1. European level

3.1.1.1. Council of Europe. Two conventions adopted by the Council of Europe contain pro-
visions related to child pornography: the Budapest Convention on Cybercrime (Article 9)
(Council of Europe 2001) and the Lanzarote Convention on the Protection of Children against
Sexual Exploitation and Sexual Abuse (Article 20) (Council of Europe 2007). The focus of
article 9 of the Cybercrime Convention is the criminalisation of child pornography offences
(producing, distributing, offering, making available, procuring or possessing) ‘through a
computer system’. In the Cybercrime Convention, ‘child pornography’ is defined as “porno-
graphic material that visually depicts: a minor engaged in sexually explicit conduct, a person

"Please note that it is outside of the scope of this article to provide an exhaustive and detailed study of the various
applicable legal provisions (especially at the national level). Rather, it is the objective of this section to provide an
overview of possible types of provisions that may be applied to bullying and sexting.



256 E. Lievens | International Journal of Law, Crime and Justice 42 (2014) 251—-270

appearing to be a minor engaged in sexually explicit conduct, realistic images representing a
minor engaged in sexually explicit conduct”. The term ‘minor’ includes “all persons under 18
year of age”. However, a Party may require a lower age-limit, provided that it is not less than 16
years. The explanatory report to the Cybercrime Convention clarifies exactly what is under-
stood by the notion ‘child pornography’:

“99. The term ‘pornographic material’ in paragraph 2 is governed by national standards
pertaining to the classification of materials as obscene, inconsistent with public morals or
similarly corrupt. Therefore, material having an artistic, medical, scientific or similar
merit may be considered not to be pornographic. The visual depiction includes data
stored on computer diskette or on other electronic means of storage, which are capable of
conversion into a visual image.

100. A ‘sexually explicit conduct’ covers at least real or simulated: a) sexual intercourse,
including genital—genital, oral-genital, anal-genital or oral-anal, between minors, or
between an adult and a minor, of the same or opposite sex; b) bestiality; c) masturbation;
d) sadistic or masochistic abuse in a sexual context; or e) lascivious exhibition of the
genitals or the pubic area of a minor. It is not relevant whether the conduct depicted is
real or simulated.”

It can be concluded from the definition of ‘child pornography’ and the explanation thereof,
that sexting could be interpreted as falling within the scope of application of this Convention.
Sexting images may picture “sexual intercourse between minors”, “masturbation” or “lasciv-
ious exhibition of the genitals or the pubic area of a minor”. Whether this will be considered
‘pornographic material’ will ultimately be a decision of the courts who will take into consid-
eration the national standards at that time.

Article 20 of the Lanzarote Convention also deals with the criminalisation of producing,
offering, making available, distributing, transmitting, procuring, possessing and, knowingly
obtaining access (through information and communication technologies) to child pornography
(para. 1), which is defined as “any material that visually depicts a child engaged in real or
simulated sexually explicit conduct or any depiction of a child’s sexual organs for primarily
sexual purposes” (para.2). However, the third paragraph states that “[/eJach Party may reserve
the right not to apply, in whole or in part, paragraph 1. a and e to the production and
possession of pornographic material: [...] involving children who have reached the age set in
application of Article 18, paragraph 2, where these images are produced and possessed by them
with their consent and solely for their own private use”. This means that Member States can
decide that sexting between minors that have reached the age of sexual consent,” at least as far
as producing and possessing it is concerned (‘primary sexting’), should be excluded from child
pornography legislation. However, it also implies that this is not the case for sexting between
minors that have not reached this age nor for offering, making available, distributing, trans-
mitting, procuring or knowingly obtaining access to this type of material.

Aside from these Conventions, (secondary) sexting could in certain instances also be
considered to violate the right to privacy of the person that is pictured under article 8 of the

8Note that article 18 para. 3 also excludes consensual sexual activities between minors from the scope of article 18
para. 1 which states that “[e]ach Party shall take the necessary legislative or other measures to ensure that the following
intentional conduct is criminalised: a engaging in sexual activities with a child who, according to the relevant pro-
visions of national law, has not reached the legal age for sexual activities”.



E. Lievens | International Journal of Law, Crime and Justice 42 (2014) 251270 257

European Convention on Human Rights. This will be discussed in greater detail in the section
related to bullying (infra).

3.1.1.2. European Union. In December 2011, the European Union adopted the Directive on
combating the sexual abuse and sexual exploitation of children and child pornography
(European Parliament and of the Council, 2011). The approach of this Directive to offences
concerning child pornography is similar to the approach of the Lanzarote Convention. Article 5
contains the (range of) punishments that should be applied to the acquisition, possession,
knowingly obtaining access to, distribution, dissemination, transmission, offering, supplying or
making available of child pornography (para. 2—6). In addition article 8 specifically allows
Member States to decide whether article 5(2) and (6) apply to the production, acquisition or
possession of material involving children who have reached the age of sexual consent where that
material is produced and possessed with the consent of those children and only for the private
use of the persons involved, in so far as the acts did not involve any abuse. As recital 20 put it:

This Directive does not govern Member States’ policies with regard to consensual sexual
activities in which children may be involved and which can be regarded as the normal
discovery of sexuality in the course of human development, taking account of the different
cultural and legal traditions and of new forms of establishing and maintaining relations
among children and adolescents, including through information and communication
technologies.” These issues fall outside of the scope of this Directive. Member States
which avail themselves of the possibilities referred to in this Directive do so in the ex-
ercise of their competences.

This can be interpreted as a clear signal that Member States may exclude ‘unproblematic’
sexting, i.e. types of consensual primary sexting, from child pornography legislation.

Another relevant legislative document is the Data Protection Directive (European Parliament
and Council, 1995), which asserts that personal data, such as photos, may only be processed in
certain situations, for instance if the data subject has unambiguously given his consent (article 7).
In its Opinion on online social networking, the Article 29 Working Party recommended that
“users should only upload pictures or information about other individuals, with the individual’s

10
consent”.

3.1.2. National level: Belgium

3.1.2.1. Criminal provisions. In Belgium, a number of articles of the Criminal Code may be
relevant with regard to sexting. Article 383 criminalises the display, sale or distribution of
writings or images that are indecent. If this is done in the presence of minors below the age of
16 more severe sentences are imposed according to article 386. In addition, article 384 stip-
ulates that the production of indecent writings or images is also a criminal offence. Child
pornography is addressed in article 383bis of the Criminal Code. This article criminalises the
display, sale, rental, distribution, transmission, delivery, possession or (knowing) obtainment of
access of or to images that depict poses or sexual acts with a pornographic character which
involve or depict minors. All articles are formulated in a technology-neutral and broad manner,
so in theory they could be applied to social networking and sexting.

“Emphasis added by the author.
'0Cf. also Van Alsenoy et al., 2009; European Data Protection Supervisor, 2010.
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3.1.2.2. Right to image/privacy. Article 10 of the Copyright Act prohibits the author or owner
of a portrait from reproducing or communicating it to the public without the consent of the
person that is portrayed. In addition, posting or sharing a picture of someone else can also be
qualified as the processing of personal data (supra). This entails the application of the Data
Protection Act which also requires the consent of the person involved (unless another legiti-
mation ground is applicable, cf. Article 5). In cases of secondary sexting these acts could thus
be violated.

3.1.3. Interim conclusion

At the European level, the more recent legislative documents clarify that the rationale of
child pornography legislation is not to criminalise consensual sexual conduct between minors
that have reached the age of sexual consent. This is both in the Lanzarote Convention and
Directive 2011/92/EU limited to the production and possession of sexual images. Distribution
or transmission of such images may still fall within their scope of application. Although the
further transmission of images (secondary sexting) may certainly cause harm, the question
remains whether this type of ‘offenses’ should be dealt with on the basis of the provisions that
are aimed fighting child pornography. A new, carefully tailored legal provision to address this
may be more appropriate. A relevant consideration is whether this should be a criminal pro-
vision or not (van der Hof and Koops, 2011). In any case, if harm does occur, it will be possible
to rely on the provisions related to civil liability (infra).

Two issues may be mentioned. First, difficulties may arise when the age of sexual consent and
the age used in provisions that are applied to sexting diverge.'' This can lead to situations where
minors can legally engage in sexual conduct but may not take pictures that are sexually suggestive.
Although from certain perspectives this may be desirable since harm may follow if the images are
used involuntarily at a later date, one may wonder whether every type of conduct that can
potentially lead to harm should be regulated. At the very least, this situation may be confusing to
teenagers, who may not be aware of this divergence. Second, on the basis of the image itself it may
be very difficult to assess whether the image was taken voluntarily or not, as consensual sexted
images may look exactly the same as images that can be classified as child pornography (Sacco
et al., 2010). It will thus be very important to judge each case on an individual basis, taking
into account the intention of the minors involved and the particular circumstances.

3.2. Bullying
3.2.1. European level

3.2.1.1. Council of Europe. The Council of Europe has pointed to the importance of addressing
cyberbullying in several documents, such as the Recommendation on empowering children in
the new information and communications environment (Council of Europe, 2006), the
Declaration on protecting the dignity, security and privacy of children on the Internet (Council
of Europe, 2008), the Recommendation on measures to protect children against harmful content
and behaviour and to promote their active participation in the new information and commu-
nications environment (Council of Europe, 2009) and the Recommendation on the protection of
human rights in social networks (Council of Europe, 2012).

"'This is the case in Belgium: the age of sexual consent is 16, the age used in the criminal code for instance with regard
to article 383bis related to child pornography is 18.
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Aside from these recommendations and declarations, the European Convention on Human
Rights (ECHR), one of the cornerstones of human rights protection in Europe, provides gua-
rantees with regard to the freedom of expression (article 10 ECHR) and the right to privacy
(article 8 ECHR)."”

The right to freedom of expression protects a broad range of speech. Already in 1976, the
European Court of Human Rights (ECtHR) argued in the case Handyside v. UK that article 10
is applicable not only “to information or ideas that are favourably received or regarded as
inoffensive or as a matter of indifference, but also to those that offend, shock or disturb” (para.
49). Whether an act which can be classified as cyberbullying (for instance a series of negative
comments on someone’s Facebook wall which may be hurtful to the person who is targeted)
may be considered a protected ‘expression’ or not will need to be judged on a case-by-case
basis, taking all circumstances into account. An important element in this delicate consider-
ation might be the motivation or intent of the offender. However, it is important to note that
article 10 is not an absolute right. According to paragraph 2 restrictions on the freedom of
expression may be imposed if they are (1) prescribed by law, (2) introduced with a view to
specified interests such as the protection of health or morals or the protection of the reputation
or the rights of others, and (3) necessary in a democratic society. Many of the national criminal
provisions which will be discussed infra are such restrictions.

Acts of cyberbullying may also infringe on the right to privacy of an individual, guaranteed by
article 8 ECHR. An interesting case in this context is K.U. v. Finland."* The case dealt with an
advertisement on a dating site, placed by unknown persons, in the name of a 12-year-old boy
without his knowledge. This advertisement included the age of the boy, a description of his physical
characteristics, a link to his website which contained a picture and a telephone number, and a
statement that he was seeking an intimate relationship with a boy (para. 7). At the time of the facts it
was not possible according to Finnish legislation to obtain the identity of the person who placed the
advertisement from the internet provider (para. 40). The Court considered the applicability of
article 8 ECHR indisputable (para. 41), and emphasised that “/c]hildren and other vulnerable
individuals are entitled to State protection, in the form of effective deterrence, from such grave types
of interference with essential aspects of their private lives” (para. 46). The fact that no effective steps
could be taken to identify and prosecute the person who placed the advertisement, and thus the
failure by the Finnish government to fulfil its positive obligation to provide a framework of pro-
tection, led the Court to decide that article 8 ECHR had been violated (paras 49—50).

3.2.1.2. European Union. The European Union also has repeatedly pointed out that cyber-
bullying is an important issue that needs to be tackled, for instance in the framework of the
Safer Internet Programme (European Parliament and Council, 2008), or in the European
Strategy for a better internet for children (European Commission, 2012).

With regard to legislation, the most relevant and applicable provisions are included in the
Data Protection Directive (supra). As the European Data Protection Supervisor has stated:

When individuals put information about third parties, for example, comments on their
appearances or behaviours, independently of whether this constitutes legally cyber-

12Please note that the right to freedom of expression and the right to privacy are also included in the Charter of
Fundamental Rights for the European Union. In addition these rights are also explicitly attributed to children in the
United Nations Convention on the Rights of the Child.

European Court of Human Rights, Handyside v. the United Kingdom, 7 December 1976.

'“Buropean Court of Human Rights, K.U. v. Finland, 2 December 2008.
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harassment, they disclose personal information of their victims. For example, their real
name, their address, school, etc. The principles and obligations embodied in the EU
data protection legislation are fully applicable to the disclosure of this information,
which under EU legislation qualifies as personal data, for example, in forums or social
networks. For example, data protection legislation requires informing and in many
cases obtaining the consent of individuals before publishing information that relates to
them. Obviously, those engaged in cyber harassment do not inform, much less ask for
the consent of their victims to publish their personal data, thus, automatically
breaching data protection legislation. (European Data Protection Supervisor, 2010: 4)

It is possible to file a complaint with the national Data Protection Authority or go to court in
case of a violation of the Data Protection Act which implements the Directive.'”

3.2.2. National level: Belgium
Given that cyberbullying in social networks may encompass a wide range of behaviour or
acts, different legal provisions may applicable at national level.'®

3.2.2.1. Criminal provisions. A first provision that may be applicable is article 145 §3bis of the
Act of 13 June 2005 on electronic communications'’ which criminalises ‘harassment by
electronic communication means’. Different elements must be present in order for this article to
be applicable. First, the harassment must be carried out by electronic means, this includes the
internet and SNS. Second, the perpetrator must have the intention to harass, and third, the
harassment must be done vis-a-vis a ‘correspondent’. This implies that there must be some form
of interaction between the perpetrator and the target (Walrave et al., 2009).

The Criminal Code also contains a number of provisions that may applicable to bullying in
social networks. In addition to article 383, 384, 386 and 383bis which have been discussed with
regard to sexting (supra), article 422bis of the Criminal Code may be applied to bullying. This
article punishes persons who menace an individual, while they knew or should have known that
through their behaviour they would seriously disturb the peace of that individual. Moreover, the
article specifies that if the targeted individual is particularly vulnerable because of a.o. age the
punishment is doubled. Four conditions must be fulfilled to be able to apply the article:
menacing or harassing behaviour, a serious disturbance of the peace of the targeted individual, a
causal link between the first two elements and the fact that the perpetrator knew or should have
known that this behaviour would cause the disturbance. The crime can only be prosecuted if a
complaint has been lodged.

It is also possible that cyberbullying in the SNS environment is classified as libel or defa-
mation. Article 443 of the Criminal Code considers that a person who maliciously charges
someone of a certain fact, which may offend his honour or may expose him to public contempt,
and which is not legally proven, is guilty of libel if the charge is not proven, or defamation
when the law does not allow this proof. Article 444 Criminal Code determines the punishment
(imprisonment and fine) that will be applied when the charges occur (a) in public meetings or

ISPlease note that a review of the EU Data Protection Framework is currently being carried out. The European
Commission has proposed a new Regulation, which, if and when approved, would be directly applicable in each
Member State. For more information: http://ec.europa.eu/justice/data-protection/.

1®Note that some of the provisions that are discussed in this section may also be applicable to cases of ‘sexting’ when
sexting is part of a bullying situation.

"The Act can be consulted at: http://www.bipt.be/ShowDoc.aspx?objectID=951&lang=en.


http://ec.europa.eu/justice/data-protection/
http://www.bipt.be/ShowDoc.aspx?objectID=951%26lang=en
http://www.bipt.be/ShowDoc.aspx?objectID=951%26lang=en
http://www.bipt.be/ShowDoc.aspx?objectID=951%26lang=en
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places; or (b) in the presence of several individuals in a place which is not public, but
nevertheless accessible to a number of individuals which have the right to meet or visit; or (c)
wherever, in the presence of the offended individual and witnesses; or (d) by means of writings,
printed or not, by means of pictures or symbols, which are posted, distributed or sold, being
offered for sale or publicly exhibited; or (d) by means of writings which have not been made
public, but which have been sent or communicated to several individuals.

It has been argued that defamation and libel on the internet may fall within the scope of
article 443 and 444 of the Criminal Code (Uyttendaele, 2002). In addition, article 448 of the
Criminal Code punishes persons who offend or insult someone by means of writings or images.
The perpetrator must have a malicious intent and the insult must be public (according to article
444, supra) (Walrave et al., 2009).'"® These articles could also be applicable in the SNS
environment.

Finally, in certain cases it may be possible that cyberbullying involves acts of hacking
(article 550bis Criminal Code), sending of viruses (article 550ter Criminal Code) or forgery by
means of informatics (article 210bis, para. 2 Criminal Code) (Walrave et al., 2009).

3.2.2.2. The right to image/privacy. If a certain cyberbullying situation involves the use of
images, the same provisions of the Copyright Act and the Data Protection Act that were dis-
cussed in the section about sexting (supra) may apply.

3.2.3. Interim conclusion

A number of existing legislative provisions can be applicable to cases of cyberbullying on
SNS. In Belgium, most of these provisions are formulated in a technology-neutral manner,
which implies that they may be applied in a SNS environment. There is thus no need for new
legislation to address this issue. However, this does not mean that the application of the articles
may not be confronted with obstacles. Problems that may arise for instance are the potential
anonymity of perpetrators'” and the fact that the majority of popular SNS providers are located
abroad, hindering effective enforcement of the national legislative provisions (infra).

3.3. Liability of minors

Given that acts of sexting or cyberbullying are often being committed by minors, the
question arises whether they can be held liable for these acts. In this section, we look at the
situation in Belgium. The Youth Protection Act of 1965 states that minors cannot be put on a
par with adults with regard to the degree of liability and the consequences of their actions
(Preamble, para. 4). However, if a minor commits an ‘act that is described as a crime’ he or she
should be made aware of the consequences of that offence. As a result, the Youth Protection Act
does impose, instead of the punishments of the Criminal Code, other measures, including su-
pervision, education, disciplinary measures, guidance, advice or support. Measures can be
imposed on parents or on the minors themselves. The age of the minor in question is taken into
account; different measures will be imposed before and after the age of 12 years (article 37). If
possible, the judge may give preference to victim-offender mediation (article 37bis).

In addition, from the moment that they are able to discern the scope of their actions, minors
may be held civilly liable. This will be assessed on a case-by-case basis but judges have held

"8This article could also be applicable in instances of sexting.
19Cf. also K.U. v. Finland (supra).
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that this may be as early as the age of seven (Walrave et al., 2009). On the basis of article 1382
and 1383 of the Civil Code, to be held liable the victim must prove the offence and the causal
link with the damage that this offence has caused. This entails that the offender has not acted as
a normal, reasonable and careful person, that he or she acted freely and consciously and that he
or she must have been able to foresee that his or her behaviour would cause damage to the
victim (Walrave et al., 2009). One may wonder whether, for instance in the case of sexting,
minors can reasonably foresee the consequences of their actions. This is something that judges
will need to evaluate in each specific case.

It can be added that parents and teachers may in certain circumstances be held liable for the
acts of their children or pupils. For parents as well as teachers a refutable assumption of liability
has been included in article 1384 of the Civil Code. This means that, in order not to be held
liable, the parents and teachers in question must prove that they did not commit a mistake in
raising or supervising the child (Walrave et al., 2009). Walrave et al. argue that supervision with
regard to a child’s activities online is very difficult and advocate evolving towards a liability
system without fault that would require an obligatory insurance (Walrave et al., 2009).

4. Terms of services of SNS

In addition to existing legislative provisions, the Terms of Service (ToS) of SNS providers
may also contain stipulations with regard to sexting, cyberbullying and the consequences that
may be attached to such behaviour.

The Statement of Rights and Responsibilities of Facebook™ stipulates that:

3. Safety

You will not bully, intimidate, or harass any user.

You will not post content that: is hate speech, threatening, or pornographic; incites
violence; or contains nudity or graphic or gratuitous violence.

You will not use Facebook to do anything unlawful, misleading, malicious, or
discriminatory.

[...]

5. Protecting other people’s rights

We respect other people’s rights, and expect you to do the same.

You will not post content or take any action on Facebook that infringes or violates
someone else’s rights or otherwise violates the law.

We can remove any content or information you post on Facebook if we believe that it
violates this Statement or our policies.

2OLast changed on 15 November 2013. Consulted in January 2014.
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Elaborating on these principles, the Facebook Community Standards state that:

Facebook does not tolerate bullying or harassment. We allow users to speak freely on
matters and people of public interest, but take action on all reports of abusive behaviour
directed at private individuals. Repeatedly targeting other users with unwanted friend
requests or messages is a form of harassment.

Facebook does not permit hate speech, but distinguishes between serious and humorous
speech. While we encourage you to challenge ideas, institutions, events, and practices, we
do not permit individuals or groups to attack others based on their race, ethnicity, na-
tional origin, religion, sex, gender, sexual orientation, disability or medical condition.

Facebook has a strict policy against the sharing of pornographic content and any
explicitly sexual content where a minor is involved. We also impose limitations on the
display of nudity. We aspire to respect people’s right to share content of personal
importance, whether those are photos of a sculpture like Michelangelo’s David or family
photos of a child breastfeeding.

On Facebook people connect using their real names and identities. We ask that you
refrain from publishing the personal information of others without their consent.

Before sharing content on Facebook, please be sure you have the right to do so. We ask
that you respect copyrights, trademarks, and other legal rights.

It is clear from Facebook’s ToS that sexting nor bullying are tolerated on the network.
However, four issues related to these ToS can be identified.

First, ToS often contain a clause related to jurisdiction. The Facebook ToS for instance
indicate that Facebook is subject to US law.”' This may entail significant conflict of law issues,
leading to a problematic enforcement of the national legislative provisions. However, in a case
in France in 2012, a judge declared himself competent in a dispute concerning Facebook.”” It
remains to be seen whether this will be upheld in the future.

Second, the question arises to what extent agreements such as the ToS are binding on
minors and whether they are capable of agreeing to these ToS. In Belgium, for instance, article
1124 of the Civil Code declares minors incapable of entering into a contract. However, in
certain instances, including if they have an adequate ‘discerning capability’ the agreement in
question may be found valid and violations may hence be enforced. However, a relevant
question is whether, when agreeing to the ToS, the minor knows and understands the content of
the ToS. The ToS are often very extensive, drawn up in complex language, and easy to agree to
without having read the full text. Awareness of minors with regard to these ToS should be
improved.>’

2You will resolve any claim, cause of action or dispute (claim) you have with us arising out of or relating to this
Statement or Facebook exclusively in the U.S. District Court for the Northern District of California or a state court
located in San Mateo County, and you agree to submit to the personal jurisdiction of such courts for the purpose of
litigating all such claims. The laws of the State of California will govern this Statement, as well as any claim that might
arise between you and us, without regard to conflict of law provisions.”

2Court of Appeal of Pau, First Chamber, Judgement of 23 March 2012, http://www.legalis.net/spip.php?page=breves-
article&id_article=3382 ([in French].

BIndustry has committed to this in the framework of various self-regulatory initiatives, cf. infra.
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Third, if the ToS are violated the SNS providers may apply various sanctions, such as
removing content, suspending or deleting accounts. However, according to national legislation
certain clauses of contracts may be considered invalid if they are considered one-sided or if
there is a manifest imbalance of rights and responsibilities.”* Of course, again, jurisdictional
issues may arise with regard to disputes concerning the validity of ToS. In any case, it is very
important to note that SNS providers have a crucial role in addressing issues of cyberbullying
and sexting on their networks. It is important that if they receive complaints (e.g. through the
use of a ‘report abuse’ button) about such behaviour they promptly act upon them, warn of-
fenders that this type of behaviour is not tolerated and apply sanctions if necessary.

Four, the ToS of SNS include clauses which deny any liability for content or behaviour of
users on their networks. It is possible that under certain national legislation and in particular
circumstances such clauses will be considered invalid. In this context, we can also refer to the
e-Commerce Directive” which includes a number of provisions related to the exemption of
liability of intermediaries, for instance for hosting providers. In a recent case the European
Court of Justice confirmed that social networks can be qualified as hosting providers.”® Article
14 of the e-Commerce Directive stipulates that

“where an information society service is provided that consists of the storage of infor-
mation provided by a recipient of the service, the service provider is not liable for the
information stored at the request of a recipient of the service, on condition that:

(a) the provider does not have actual knowledge of illegal activity or information and, as
regards claims for damages, is not aware of facts or circumstances from which the illegal
activity or information is apparent; or

-(b) the provider, upon obtaining such knowledge or awareness, acts expeditiously to remove
or to disable access to the information and if he acts according to the following proce-
dure: when the provider obtains actual knowledge of the illegal activity or information, he
immediately reports it to the public prosecutor who takes action according to article 39bis
of the Code of Criminal Procedure
- as long as the public prosecutor has not made any decision with regard to the copying,

disabling access and removing of stored data, the provider can only take measures as to
prevent access to the information.

The exemption does not apply when the recipient of the service is acting under the au-

thority or the control of the provider”.””**

Whereas this provision may be relevant in the context of cyberbullying or sexting in order to
assess whether the SNS provider may be held liable for certain acts, again potential conflicts of
law may arise.

240On this topic, see also Wauters et al., 2014.

ZDirective 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of
information society services, in particular electronic commerce, in the Internal Market (Directive on electronic com-
merce), http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:En:HTML.

25Cf. European Court of Justice, SABAM v. Netlog, 16 February 2012.

?’Emphasis added by the author.

281t can also be noted that article 15 e-Commerce Directive states that providers do not have a general obligation to
monitor their services. The European Court of Justice confirmed that this article is also applicable to SNS providers, and
that, for instance, the installation of a general filter system cannot be imposed on them: European Court of Justice,
SABAM v. Netlog, 16 February 2012.
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5. Self-regulation: the role of social networking providers

During the past 5 years SNS providers and other companies have taken initiatives to ensure a
safer internet for children.

5.1. Safer Social Networking Principles for the EU

In February 2009, a number of SNS providers subscribed to a self-regulatory”” charter titled
‘Safer Social Networking Principles for the EU’ (SSNPs) following a public consultation on
online social networking by the European Commission (European Commission, 2008).”" The
pan-European principles have been developed by SNS providers in cooperation with the
Commission and a number of NGOs “fo provide good practice recommendations for the
providers of social networking and other user interactive sites, to enhance the safety of children
and young people using their services” (European Social Networking Task Force, 2009). In
order to achieve this goal one of the core elements of the SSNPs is multi-stakeholder collab-
oration (including SNS providers, parents, teachers and other carers, governments and public
bodies, police and other law enforcement bodies, civil society and users themselves). The seven
principles that were put forward are the following: (1): Raise awareness of safety education
messages and acceptable use policies to users, parents, teachers and carers in a prominent, clear
and age-appropriate manner (2) Work toward ensuring that services are age-appropriate for the
intended audience (3) Empower users through tools and technology (4) Provide easy-to-use
mechanisms to report conduct or content that violates the Terms of Service; (5) Respond to
notifications of illegal content or conduct (6) Enable and encourage users to employ a safe
approach to personal information and privacy; (7) Assess the means for reviewing illegal or
prohibited content/conduct.

Especially important in the context of cyberbullying and sexting are the availability of
reporting mechanisms and the response from the SNS providers to complaints or reports of
harmful incidents, inappropriate photos or harassing behaviour (Livingstone, 2012; Ringrose
et al., 2012; European Commission, 2012).

In February 2010, the results of an independent evaluation of the implementation of the SSNPs
were made public (Staksrud and Lobe, 2010). This evaluation analysed the self-declaration
statements of the signatories to the charter and evaluated a number of services offered by them
(Lobe and Staksrud, 2010). Overall, the report showed that there was (significant) room for
improvement. With regard to reporting mechanisms the evaluation showed that only 9 out of 22
sites responded to complaints submitted by minors asking for help (Staksrud and Lobe, 2010).

In June and September 2011, the results of a second assessment of the SSNPs proved also
disappointing, for instance with regard the principle of ensuring that minors’ profiles are
accessible only to their approved contacts by default, which only four SNS providers were
found to comply with (Donoso, 2011a; 2011b; European Commission, 2011a). Whereas this
evaluation found that almost all services offer age-appropriate, user-friendly, easily accessible
and always available reporting mechanisms, still only 17 out of 23 services responded to

2%Even though the label ‘self-regulation’ is attached to this charter, it could be argued that it is a co-regulatory instrument.
The Charter was fostered by the European Commission and has been evaluated at regular intervals by experts appointed by
the Commission: http://ec.europa.eu/information_society/activities/social_networking/eu_action/selfreg/index_en.htm.

*In the United States in 2008 the Joint statement on key principles of social networking safety was adopted (Facebook
and Attorneys General, 2008).
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complaints or reports,”’ sometimes taking up to 10 days to do so (Donoso, 2011a; 2011b).
According to the report these responses ranged from “personalised e-mails explaining to mi-
nors how to delete the offending content themselves and giving minors concrete tips on how to
deal with this type of situation to replies mentioning that the offending content had been/would
be reviewed and eventually removed from the site” (Donoso, 2011a: 10—11).

The results of these evaluations raise the question of the effectiveness of this type of reg-
ulatory initiative: although the commitment of the SNS providers to take steps to make their
services safer is to be applauded, the concrete implementation of such safety measures is of
course crucial in order to achieve actual protection. The text of the SSNPs mentions “[t/hese
Principles are aspirational and not prescriptive or legally binding, but are offered to service
providers with a strong recommendation for their use”. This does not provide a solid base for
enforcement, nor a compelling incentive for compliance. Since 2011, no further independent
evaluations have been undertaken. However, regular evaluations are of crucial importance in
order to improve credibility and effectiveness, otherwise such initiatives provide users as well
as policymakers with a false sense of security.

5.2. CEO coalition

In December 2011, 28 companies voluntarily formed the Coalition to make the Internet a
better place for kids and published a Statement of purpose (Coalition to make the Internet a
better place for kids, 2011). This self-regulatory initiative is an answer to a call for action
from the European Commission and has been endorsed by Commissioner Kroes (European
Commission, 2011b). Social network providers such as Facebook have also joined this coali-
tion. In order to achieve their goal the coalition drafted a work plan which originally ran from
December 2011 until December 2012, and focused on 5 concrete action points: (1) Simple and
robust reporting tools for users; (2) Age appropriate privacy settings; (3) Wider use of content
classification; (4) Wider availability and use of parental controls (5) Effective takedown of child
abuse material. In July 2012, for the first time, the Coalition presented the progress that was
made after the first six months. The general conclusion was that progress could be established,
but that more needed to be done to realise the promises that were made (X, 2012). In February
2013 again a state of affairs was proposed. The various working groups drew up a report on
their work and formulated a number of recommendations but really tangible results remained
limited (European Commission, 2013a). In June 2013, the companies that are involved in the
Coalition reaffirmed, in a meeting with Commissioner Kroes, their commitment to cooperate to
improve the internet for kids (European Commission, 2013b). However, in what form this
cooperation will be continued or how and when the further implementation of the principles
will be evaluated remains very unclear.

5.3. ICT Codalition for the Safer Use of Connected Devices and Online Services by
Children and Young People in the EU

In January 2012 another industry initiative was launched. 25 companies, including Facebook
and Google, formed the ICT Coalition for a Safer Internet for Children and Young People, later
changed to ICT Coalition for the Safer Use of Connected Devices and Online Services by

3 The reporting mechanisms were tested by “creating a realistic bullying situation on the SNS where a fake ‘bullied
child’ contacted the provider asking for help to remove offending content posted on her profile” (Donoso, 2011a: 10).
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Children and Young People in the EU. This coalition also issued a number of principles with a
focus on (1) Content; (2) Parental controls; (3) Dealing with abuse/misuse; (4) Child sexual
abuse content or illegal contact; (5) Privacy and control and (6) Education and awareness (ICT
Coalition for a Safer Internet for Children and Young People, 2012).* These principles are
meant to function as a best practice and provide a long term roadmap for the member com-
panies. Commitments that are assumed by companies in the framework of the ICT Coalition are
rather detailed, but companies self-report on their progress. However, in June 2013 an inde-
pendent assessor was appointed to evaluate the implementation of the principles.” At the
moment, this evaluation has not been finalised.

5.4. Towards an actual implementation of self-regulation

Industry seems to be very active and committed to make internet and SNS use safer for
minors. Over the past decade calls have grown louder for industry to take up their responsibility
in this area, and it must be welcomed that they take initiatives to do so. With regard to
cyberbullying and sexting the importance of raising awareness and providing young users with
the instrumental mechanisms to report harmful behaviour cannot be overestimated (Vandoninck
et al., 2014). However, the implementation of these initiatives must be evaluated on a regular
basis and policymakers and civil society must call on industry to ensure that the work pro-
grammes are actually carried out. The three ‘coalitions’ that are currently active consist of
different constellations of companies (some companies, such as Facebook, are a member of the
three coalitions) and put forward largely similar principles, with different emphases. However,
in reality concrete results remain limited and the processes observed by these coalitions are
opaque. The European Commission should play a role in observing and guiding the different
initiatives in order to avoid fragmentation, discrepancies or contradictions, and should move
towards a stronger type of co-regulation (Lievens, 2010) if independent evaluations keep
demonstrating that self-regulation does not reach the policy objectives in this area.

6. Conclusion

We may conclude that with regard to cyberbullying the existing legislative provisions are
sufficient to address the issue. New legislation to address this specific risk would, in our view,
not create an added value. However, we have also pointed to the fact that in concrete cases
practical difficulties may arise which hamper the enforcement of the existing legislation, such
as conflicts of law or anonymity of offenders.

In the case of sexting, there currently is a mismatch with the current legislative framework.
Sexting should not be criminalised on the basis of child pornography legislation. If policy-
makers decide that new legislation needs to be drafted, such legislation will need to be carefully
considered, addressing questions such as how to define sexting in a future-proof manner, how to
distinguish between primary and secondary sexting, and which age (range) to protect (what

http://www.ictcoalition.eu/.

33 Regular evaluations are important given the pace with which social networks and their terms of services and privacy
settings change. Mid-October 2013, for instance, Facebook adapted the privacy settings for their users between 13 and
18 years of age. Although the new default setting will be “friends only”, it will now be possible for this category of users
to share post publicly, which was not possible before. The fact that public sharing was impossible was mentioned in the
self-report of Facebook in the framework of the ICT Principles as one of the means of fulfilling their commitments.
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about near-age-peers?). In our view, in any case, only secondary sexting could be the subject of
new (criminal) legislation. Whereas the harm that can result from secondary sexting is evident,
this is not as obvious with regard to primary sexting. In this context, we may even wonder
whether the rights to freedom of expression and privacy that have been attributed to minors by
the United Nations Convention on the Rights of the Child do not preclude the creation of
legislation to address primary sexting that happens on a consensual basis as part of the
exploration of sexual identity. This finding does not alter the fact that it is of vital importance
that minors are aware of the potential consequences of sharing sexually suggestive pictures.

Recent research emphasises that “[while recognising that measures to reduce specific risks
have their place, it is also important to develop strategies to build children’s resilience and to
provide resources which help children to cope with or recover from the effects of harm”
(Livingstone et al., 2012). Hence, in addition to the appropriate enforcement of the applicable
legislative provisions in cases where this is called for, a comprehensive strategy to ensure that
risks of cyberbullying and sexting are dealt with in a manner that empowers young users should
also aim to (1) increase awareness of young users of the fact that certain behaviour may have
serious consequences (such as the applicability of criminal law); (2) provide young users with
functional and effective tools that enable them to report harmful behaviour; (3) educate parents,
teachers as well as other actors, such as law enforcement and judges, on cyberbullying and
sexting practices and their possible legal impact; (4) require SNS providers to take these issues
seriously, invest in safety and respond to reports of cyberbullying and sexting in a suitable
manner without delay; and (5) evaluate all measures that are taken regularly and critically, on
the basis of up-to-date sociological, technical and legal research.
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